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Explanation Recommendation

•  Generating reasonable sentences as explanations of recommended 

items for users

•  The generator is based on natural language generation models

Restaurant

Great Mexican food. Nice waiters and manager.



Input / Output

4

Input: 
• Historical review profile of user 𝑢 and item 𝑖

-
• Aspects extract from review for user 𝑢 and item 𝑖

-
• Lexical constraints (e.g., keywords) for user 𝑢 and item 𝑖

-
Output: 

•  Generated explanation of user 𝑢 to item 𝑖
-  
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Generation framework
•  Auto-regressive generation 

GPT
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Generation framework

•  Insertion-based generation

BERT

pepper chicken
pepper sauce chicken
spicy pepper sauce chicken 



Aspect planning
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•  Aspects (e.g., display for a TV) mostly control the high-level sentiment

• Disadvantage：

-  Generating too general sentences (e.g., "good screen!")

-  Generating with inaccurate details (e.g., "2K screen" for a 4K TV)
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Lexical constraint

•  Requiring the generated sentence contain the lexical constraints (e.g., keywords)

•  Disadvantage：

-  Model tends to generate similar text

-  Struggle to include specific information in explanation

pepper chicken
pepper sauce chicken
spicy pepper sauce chicken 

Keyword : ʻpepper chickenʼ
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Input / Output
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Input: 
• Historical review profile of user 𝑢 and item 𝑖

-
• Aspects extract from review for user 𝑢 and item 𝑖

-
• Lexical constraints (e.g., keywords) for user 𝑢 and item 𝑖

-
Output: 

•  Generated explanation of user 𝑢 to item 𝑖
-  



12



Training step
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•  Pre-train
-  data construction
-  training

•  Fine-tune
-  Only aspect planning
-  Lexical constraints
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•  Insertion-based generation 

- Generate

- Preprocess

Data construction



Data construction
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•          : original sentence

•                  : random mask some token from         by p

•                   : recording the mask position and length

•                 : masked sentence
    … 
•          : lexical constraints

0.2



Data construction
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S(k) <s> what a cute baby </s>

I(k, k-1) <s> what [mask] [mask] baby </s>

J(k, k-1) 0 2 0

S(k-1) <s> what baby </s>

…

S(0) <s> baby </s>



Pre-training
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•   Input: 
•   Learning how to generate            from 



Pre-training
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               , 
=>   decided how much to insert

                   , 
=>   decided what words to insert

•   Input: 

* MI : mask insertion
   TP : token prediction

len(              )

Max number of insert
= (1/(1-p)) * len(           )

len(                  )

Size of vocab

Linear projection

MLP bi-directional transformer



Fine-tune
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•  Input:
•  Fine-tune the model with personalized references and aspect 
information.



Fine-tune
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•  Input:

pre-train fine-tune
Input            : 



Fine-tune
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•  Input:

-  aspect starting stage ( no existing tokens )

-  lexical constraint starting stage

special aspect for 
lexical constraints



Loss
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Experiment

• Dataset
Use wikipedia for pre-training
Fine-tune on 1. RateBeer : beer reviews from ratebeer

        2. Yelp : restaurant reviews on Yelp
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Experiment

• N-gram
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Candidate : 生成的句子

Reference :  參考答案

candidate(C)
生成的句子

reference(R)
參考答案

1-gram 2-gram



Experiment

• Evaluation
• BLEU
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Candidate : 生成的句子

Reference :  參考答案

Candidate中n-gram有幾個

1-gram

candidate(C)
生成的句子

reference(R)
參考答案

2-gram

6 個 5 個



Experiment

• Evaluation
• BLEU
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Candidate : 生成的句子

Reference :  參考答案

candidate中這個word出現的次數

reference 中這個word出現最多的次數 = min(1, max(1))
= 1

1-gram

candidate(C)

reference(R)



Experiment

• Evaluation
• BLEU
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Candidate : 生成的句子

Reference :  參考答案

candidate中這個word出現的次數

reference 中這個word出現最多的次數

7 個the

2 個the

1 個te

= min(7, max(2))
= 2



Experiment

• Evaluation
• BLEU 
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Candidate : 生成的句子

Reference :  參考答案

candidate中這個word出現的次數

reference 中這個word出現最多的次數

7 個the

2 個the

1 個the

= min(7, max(2, 1))
= 2



Experiment

• Evaluation
• BLEU 
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Candidate : 生成的句子

Reference :  參考答案

P1 = 5/6

1-gram

candidate(C)
生成的句子

reference(R)
參考答案



Experiment

• Evaluation
• BLEU as precision
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Candidate : 生成的句子

Reference :  參考答案

P1 = 5/6

1-gram

candidate(C)
生成的句子

reference(R)
參考答案



Experiment

• Evaluation
• ROUGE-N
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Candidate : 生成的句子

Reference :  參考答案

1-gram

candidate(C)
生成的句子

reference(R)
參考答案

ROUGE-1 = 5/6



Experiment

• Evaluation
• ROUGE-L 
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Candidate : 生成的句子

Reference :  參考答案

m : len(reference)

LCS : longest common subsequence

1-gram

candidate(C)
生成的句子

reference(R)
參考答案

ROUGE-L = 5/6



Experiment

• Evaluation
• BLEU as precision
• ROUGE as recall
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Candidate : 生成的句子

Reference :  參考答案



Experiment

• Evaluation
• BLEU as precision
• ROUGE as recall
• METEOR
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Candidate : 生成的句子

Reference :  參考答案

P : precision
R : recall

= 0.5

=> as F-1 



Experiment

• Evaluation
• BLEU as precision
• ROUGE as recall
• METEOR as F-1
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Candidate : 生成的句子

Reference :  參考答案

m : number of match

1-gram

candidate(C)
生成的句子

reference(R)
參考答案



Experiment

1-gram

candidate(C)
生成的句子

• Evaluation
• BLEU as precision
• ROUGE as recall
• METEOR as F-1
• Distinct
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Distinct-n : 
count( unique gram )

len(candidate)

Distinct-1 = 5/6 



Experiment

• Evaluation
• BLEU as precision
• ROUGE as recall
• METEOR as F-1
• Distinct
• BERT-score
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candidate(C)
生成的句子

reference(R)
參考答案

BERT

representation

representation

cos-similarity



Experiment

• Baseline
• ExpansionNet
• Ref2Seq
• PETER
↑ Auto-regressive generation

↓ Insertion-based generation
• NMSTG
• POINTER
• CBART
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display



Experiment

• Baseline
• NMSTG
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Experiment

• Baseline
• POINTER
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Experiment

• Baseline
• CBART
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BERT BARTGPT



Experiment
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• Lexically constrain



Experiment
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• aspect-planning  v.s. lexically constrain



Experiment
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Auto-
regression

Insertion-
based



Experiment
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• Reviewsʼ information is very important for generation

R : 
A : 



Experiment
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Human evaluation
• Relevance : relevant to the ground-truth explanations

• Coherence : logical and fluent

• Informativeness : contains specific information, instead of vague 

descriptions only



Experiment
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Conclusion

• They unify aspect planning and lexical constraints. 

• Compared to existing methods, the quality of the generated 

explanations is improving.
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